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Annomayua. B cratbe paccMaTpuBaeTCs 3a7ada aBTOMAaTUYECKOTO OIpereneHus 1e(eKTOB JOPOKHOTO
MOKPBITHSI C UCTIONB30BAHUEM MYJIBTUMOJIAIbHBIX HEHPOCETEBBIX METOJIOB.

Hens ucciaenoBanus. PazpaboTka M dKclepUMEHTANbHASL OIICHKa MYJbTUMOJATEHOTO HEHpOCETEBOr0
METO/Ia aBTOMaTHYECKOT0 Onpe/iesieHus 1e(heKTOB JOPOKHOTO IOKPBITHS C MCIOJIB30BAHUEM COBMEIIICHHOTO
aHaJIu3a BU3YyaJIbHBIX U TPEXMEPHBIX JaHHBIX.

MeTtoanl uccienoBanus. /s nerexiuu odaacTell MoBpeKACHUN NMpUMeHsUTach Mojieb Faster R-CNN,
Ut Kimaccupukanuy BU3yadbHBIX (hparmeHToB — Swin Transformer Small, a mis anammza reomerpun
MIOBEPXHOCTH 10 TaHHBIM Jiapa — Mozens PointNet. [Ipeackazanus 0T KakI0i MOJATEHOCTH OOBEAUHSIINCH
METO/IOM B3BelIeHHOTo cyMmupoBanus (Beca 0.1, 0.6 u 0.4 cooTBeTcTBeHHO0). OOyUeHHE U TECTUPOBAHNE
MIPOBOJIMITUCH HA MYJBTHMOANTbHOM Habope manHbIXx RSRD, Brirouaromem RGB-mzo0paxkenns u obiaka
TOYCK, IMMOJTYYCHHBIC B PA3JIMYHBIX JOPOXHBIX U ITOTOAHBIX YCJIOBHAX.

Pe3yabTaThl. DKCIEpPUMEHTAJIbHBIE HCCJIEIOBAHUS MOKA3ajld, YTO MYJbTUMOJAJIBHBIA IMOAXO.
obecrieurBaeT MPUPOCT TOYHOCTH Kiaccuduranuu 1o 95.57 %, a Takke 3HAYMTEIBHOE YIYYIICHUE
METPUK JeTeKIuH aedekToB. s kinacca «BbIOOMHBI» MONHOTA yBenuuunach Ha 27 %, a Fl-score —
Ha 20 % 1o CpaBHEHUIO C UCIIOIB30BAHUEM OTAEIBHBIX MOJIEIEH.

BoiBoabl. Pa3paboranHasi apXHTEKTypa IEMOHCTPHPYET BBICOKYIO YCTOMYMBOCTH W TOYHOCTH B
3a/1a4ax aHajM3a JOPOXKHOro MosoTHa. [lomyyeHHble pe3ysibTaThl MOATBEPKAAIOT 3P PEKTUBHOCTh HHTETPALIIN
BU3YAJIbHBIX W TIPOCTPAHCTBCHHBIX OJAaHHBIX H HeHeC006pa3HOCTL IMPUMCHCHUA MYJIBTUMOAAJIbHBIX
METOJOB 151 IOCTPOCHUS HHTEIUIEKTYaIbHBIX CHCTEM MOHUTOPHHIA JOPOKHONH HHAPACTPYKTYPHI.

Knioueswvle cnoea: mammHHOe oOyveHUe, HEHPOHHBIE CETH, KaueCTBO JOPO’KHOTO HMOKPBITHS, JETEKIHS
Jne(eKTOB, KOMITBIOTEPHOE 3peHHe, Iuap, odnaka ToueK, CBEPTOYHbIE HEHPOHHBIE CETH, TPAHC(POPMEPHL,
MHTEIJIEKTyaJIbHbIe TPAHCIIOPTHBIE CUCTEMBI
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Abstract. The article discusses the problem of automatic detection of pavement defects using
multimodal neural network methods.
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Aim. To develop and experimentally evaluate a multimodal neural network method for automatically
detecting pavement defects using combined analysis of visual and three-dimensional data.

Methods. The Faster R-CNN model is used for detecting damage areas, the Swin Transformer Small
model for classifying visual fragments, and the PointNet model for analyzing surface geometry based
on lidar data. The predictions from each modality are combined by weighted summation (weights 0.1,
0.6, and 0.4, respectively). The training and testing are conducted on the RSRD multimodal dataset,
which includes RGB images and point clouds obtained in various road and weather conditions.

Results. Experimental studies have shown that the multimodal approach provides an increase in
classification accuracy of up to 95.57%, as well as a significant improvement in defect detection metrics.
For the pothole class, completeness increased by 27% and Fl-score by 20% compared to using
individual models.

Conclusions. The developed architecture demonstrates high stability and accuracy in the tasks of
analyzing the roadway. The results obtained confirm the effectiveness of the integration of visual and
spatial data and the expediency of using multimodal methods to build intelligent monitoring systems for
road infrastructure.

Keywords: machine learning, neural networks, pavement quality, defect detection, computer vision,
lidar, point clouds, convolutional neural networks, transformers, intelligent transport systems

Submitted 13.10.2025, approved after reviewing 11.11.2025, accepted for publication 14.11.2025

For citation. Gorodnichev M.G., Polyantseva K.A., Razumovsky [.D. Use of multimodal neural network techniques
to assess quality of roadways. News of the Kabardino-Balkarian Scientific Center of RAS. 2025. Vol. 27. No. 6.
Pp. 89-108. DOI: 10.35330/1991-6639-2025-27-6-89-108

BBEJIEHUE

CBOCBPEMEHHOE BBISIBJICHUE M KIacCH(PUKAIKA 1ePEKTOB JOPOKHOTO MOKPHITHS, TAKHX KaK
TPEIIMHBI U BBIOOMHBI, SABJISAIOTCS KPUTUUECKH BAKHOM 3a7a4eit 1 oOecriedeHus: 6€30macHOCTH
JIOPOKHOTO JBWXKEHHUSI U A(P(HEKTUBHOTO YNpaBICHUs] TPAaHCHOPTHOM uHbpacTpykrypoit [1].
TpaaumoHHbIE METOIBI MOHUTOPUHTA YacTO TPEOYIOT 3HAUYUTEIBHBIX YEJIOBEUECKUX PECYPCOB
¥ HE MOTYT 0o0ecleunTh HEMpephIBHBIN MaciTabupyeMsblii aHanu3. COBpEeMEHHbBIE TOCTHKEHUS
B 00JIaCTH KOMIIBIOTEPHOTO 3PEHHSI M TIIYOOKOro OOydYeHMsI OTKPBIBAIOT HOBBIE BO3MOXKHOCTHU
JUIsl aBTOMAaTHU3alMK 3TOTO Mpolecca.

OpfHako CHCTEMbI, OCHOBaHHbBIE MCKJIIOUUTENBHO Ha 00pabOTKe ABYMEPHBIX HM300paKeHHIA,
CTaJIKMBAIOTCS C PSIZIOM OTPAaHUYCHUH, BKIFOYAsT YYBCTBUTEIBHOCTh K M3MEHEHUIO OCBEIICHHO-
CTH, TIOTOJTHBIM YCJIOBUSIM M CIIOKHOCTh TEKCTYPHBIX OCOOEHHOCTEH JTOPOXKHOTO MOJIOTHA OT pe-
aJbHBIX Je(eKTOB. B 3TON CBA3M MEPCIEKTUBHBIM HAMPAaBICHUEM SIBIIIETCS HCIOIh30BaHUE
MYJIBTUMOJIATIBHBIX TTOIX0/I0B, KOTOPbIE KOMOMHHUPYIOT JaHHBIC U3 PA3IMYHBIX HICTOUHUKOB.

Ornpenenenre KauecTBa JOPOKHOIO MOKPBHITUS C MOMOIIBIO MYJIbTUMOJAIBHBIX HeWpoce-
TEBBIX METOJIOB HAYMHAETCS C BBHIOOpA MPAaBUIBHBIX CEHCOPHBIX TEXHOJOTUN U OpraHU3AINU
nporecca coopa JaHHBIX. D(HPEKTUBHOCTH BCEU MOCIEAYIONIEH CUCTEMbI HAIPSAMYIO 3aBUCUT
OT KauyecTBa, Pa3HOOOpa3usi U PENpe3eHTATUBHOCTH MCXOIHBIX NaHHBIX. COBpEMEHHBIE HC-
CJICIOBAHUS JEMOHCTPHUPYIOT IMUPOKUNA CIEKTP JOCTYITHBIX JAaTYUKOB, KAKJBIH U3 KOTOPBIX
0o0NazaeT yHUKAIbHBIMH MPEUMYIIECTBAMU M HEIOCTAaTKAMH, YTO JAENaeT UX MPUMEHEHHE
KOHTEKCTYaJIbHO 3aBUCHMBIM.

OCHOBHBIM HCTOYHHUKOM JIAHHBIX SBJISIETCS BU3yasbHas WH(OpMAIs, MoTydaeMas ¢ pa3ind-
HBIX THUTNOB Kamep [2]. Kamepbl BbICOKOTO pa3perieHusi 00eCreurnBaoT BEICOKYIO TOYHOCTD Jie-
TeKIuu JieeKToB, gocturas 98,95 % B maeanbHBIX YCIOBUSAX, OJJHAKO OHU YS3BUMBI K ITOTOHBIM
YCTIOBUSIM, TaKUM KaK JIOXK/Ib WA TYMaH, U IJIOXOMY OCBELIeHHUIO. [IJist peleHuns 3Toi mpodaeMbl
WCCIIEIOBATEIN MCIIONIL3YIOT pa3fIMuHbIe MOaXopl. Hampumep, B 0qHOM U3 TIpoeKToB [3] mpume-
HSUTHCh TETUIOBU3MOHHBIE KaMephl, KOTOPBIE MOKa3aJId TOYHOCTh 97 % TpH KIacCUpUKAIIUH Jie-
(GEeKTOB, UTO JIEeIaeT UX MEPCIEKTUBHBIMU JIJI UCTIOIB30BAHMS B YCIOBHUSIX HU3KOW BUIUMOCTH.

90 News of the Kabardino-Balkarian Scientific Center of RAS Vol. 27 No. 6 2025



NHOOPMATUKA 1 THOOPMAIMOHHBIE IMPOLIECCHI

Jpyroii moaxon 3akit04aeTcsi B UCMOJIb30BaHUM cTepeokamep [4, 5], KOTopble MO3BOJISAIOT MOTY-
4aTh MIOTHBIE 3D-001aka TOYEK C TOUHOCTHIO PEKOHCTPYKIHMHU Oosiee 3 MM, YTO MOJE3HO VIS
OIICHKH 00beMa BBIOOHH [6].

Bropoii BaxHOI MOIaIbHOCTBIO SBIISIOTCS JAAHHBIE, [TOJy4aeMble ¢ MHEPLUUAIbHBIX U3MEPU-
TenbHbIX OnokoB (IMU), comepxamiux akceaepoMeTpbl U TUPOCKOIBI. ITH CEHCOPHI PErHCTpH-
PYIOT BUOpAIMIO, CO3/IaBaeMyI0 MPOE3IoM Haj aedekramMu TopoxHOro mokpeitus [7, 8]. Ilpe-
MMYILECTBO 3TOT0 METO/IA 3aKJIF0YAETCS B €M0 HE3aBUCUMOCTHU OT YCJIOBUM OCBEILEHUS, YTO 1103-
BOJISIET MPOBOAUTH 00ciIe0BaHMs B J1t000e BpeMs cyTok. OnHako BUOPAllMOHHBIE METOBI UyB-
CTBUTENIbHBI K IIYMy OT CaMOT0 TPaHCIOPTHOIO CPEJCTBA U MOTYT OOHAapy>KHMBaTh ACPEKTHI
TOJILKO IIPU IPSMOM Ipoe3zie o HUM [9]. [l noBbIIEHHUS] TOYHOCTH JTaHHBIX YacTO IPUMEHS-
IOTCSl aJITOPUTMBI MpEeABApUTENbHON 00paboTKH, Takue Kak ¢uibTpauus barrepBopra ans mo-
napiienust nomex [10] u ucnosib30BaHKE HECKOJIBKUX JATYMKOB JJIA CIVIaKMBaHus curHana [11].
B kauectBe mpumepa MOXKHO HMpHBECTH cucTeMy RoadSense, koTopas MCHONB3YyeT AAaTUUK
MPU-6050 u nocturaer Tounocta 99,07 % npu oOHapyxeHuu BeiOOHH [12].

TpeTbeil Bce Oosee MOMyASIpPHONH MOAATBHOCTHIO CTAHOBHUTCS TPEXMEPHOE CKaHHPOBAHHE C
nomotibio LiDAR u pamapoB. LiDAR obecnieunBaeT BBICOKOTOUHYIO 3D-peKOHCTPYKIIHIO JI0-
POXHOTO TOJIOTHA, MO3BOJISISI TOYHO U3MEPSTh DIyOHHY U iomanb BeiOouH [13, 14]. OnHako
nanasie LIDAR u obnaka Touek TpeOyroT 3HAYMTEIbHBIX BBIUMCIUTEILHBIX PECYPCOB Ui 00-
pabotku [15]. Pamapsl, 0cOOCHHO MIULTUMETPOBOIHBIE (MmWave), peAcTaBIsoT co0oil mep-
CHEKTUBHYIO anbTepHaTuBy. OHHM paboTatoT B auanazone 76—81 I'T'u, yto memaetr ux ycroiyu-
BBIMH K JIOK[I0, TYMaHy U TEMHOTE, [IPEeBOCXO/s Mo 3ToMy napamerpy kamepsl U LiDAR. Tlpo-
totunn mmWave-pagapa, pa3paboTaHHBIH B YHHUBEPCUTETE APHU30HBI, YCIIEIIHO CErMEHTHPYET
001ako ToYeK Ha OOBEKTHI, TAKUE KaK MEMIEXOAbl ¥ aBTOMOOUIIHN, YTO YKa3bIBaeT Ha MOTEHIHAI
€ro MpUMEHEHHUs JJIs aHaJIu3a JIOPO’KHOM 00CTAaHOBKHU U COCTOSIHUSA MOKpBITHS. B omHOM U3 Hc-
CJIEZIOBAaHMI OBIJIO MOKA3aHO, YTO Aayke MOOMIIBHBIN J1azepHbiii ckanep (LiDAR) ¢ Hu3Ko# mioT-
HOCTBIO TOUEK MOKET 2P PEKTUBHO OOHAPYKUBATH BHIOOMHBI MPU ONTUMAIBHOMN MIIOTHOCTH.

B HekoTophIX HCCIEAOBaHUSAX SKCIEPUMEHTHUPYIOT C MEHEE OYEBHJIHBIMH MOJAAIbHOCTSAMU,
TaKUMH Kak 3BYK [17]. B pabore 1o olieHKe COCTOSIHUS TPAaBUUHBIX JOPOT ObUI NMPEIIOKEH Me-
TOJ] CIUSHUS BU3YaIbHBIX WM ayluaJbHBIX JAHHBIX, TJ€ ayIHO3alUCH MPEOOPa3OBHIBAIKCH B
CHEKTPOrpaMMBbl. DTOT MOJXOA MOKa3al BBICOKYIO NMPOU3BOIUTEIHLHOCTh, OCOOEHHO MPH MO31-
HEM CIIMSHUU TNPU3HAKOB C HCIIOJIb30BaHUEM Jornueckux omnepammii OR u AND, nocturnys
To4HOCTU 97 %. DTO OTKpBIBAET HOBbIE TOPU3OHTHI JUIsSl CO3/1aHUS POOACTHBIX CHUCTEM, CIOCO0-
HBIX paboTaTh B CIIOKHBIX YCIOBHSIX.

Br16op HelipoceTeBOl apXHUTEKTYphl SBISETCS HEHTPAIbHBIM 3JIEMEHTOM B pa3palboTKe CH-
CTEM JJIsl ONpEJENIEHUs] KauecTBa JIOPOKHOTO MOKphITHS. MccnenoBarenbckoe cooOIIEeCTBO aK-
TUBHO SKCHEPUMEHTUPYET C Pa3IMUHbIMU MOJEIISIMHU, aJalTUPYsl CYLIECTBYIOIINE apXUTEKTYPhI
JUTISL 3374 KOMIIBIOTEPHOTO 3pEHHSI U Tpesiarasi coOCcTBeHHbIe pereHus. OCHOBOM OOJBITHH-
CTBa COBPEMEHHBIX CUCTEM CIyXkaT cBepTouHble HepoHHbIE ceTH (CNN), KOTopble 1€EMOHCTPU-
PYIOT BBICOKYIO 3()(heKTUBHOCTb B 33ja4ax Kjiaccupukaiuu, oOHapykeHUs 0O0bEKTOB U CeMaH-
TUYECKOM cermeHTanuu [18].

s 3amaum neTekiuuu oObEeKTOB, TAaKOW KaK MOMCK TPELIUMH U BBHIOOMH, Hanbosee MoImyssip-
HBIMU SBJSIIOTCA apXuTekTypel cemeiictBa YOLO (You Only Look Once). Moauduxanuu
YOLOvV3/v5/v7/v8/v10 peryaspHO MOSABIAIOTCS B HAy4HBIX MyOIMKaLMAX Onarojapsi UX BbICO-
KOMY COOTHOIIEHHUIO CKOpocTH u TouHOoCcTH [19, 20]. Hanmpumep, monens SCB-AF-Detector Ha
ocHoBe YOLOVS5s nocturna 90,8 % Tounoctu Ha garacete IRRDD, a YOLOv7 Obina mpumeHe-
Ha J71s1 OOHapy)eHus1 1ePeKToB ¢ TOYHOCTHhIO 94,5 % [21]. Jns nmoBbimeHus: 3PpQGeKTuBHOCTH
ATUX MOJIEe aBTOphI pa3pabaThIBalOT ClielUaIN3upOBaHHble Monudukanu 63kO60Ha (Harpu-
mep, SCB-Darknet53 ¢ unTerpupoBaHHbIMU TpaHcpopmepamu) U rojoBHoro 6mokxa (AFPN),
YTO MO3BOJISET YAYYIIUTh M3BJICUEHUE MPU3HAKOB U MOBBICUTH OOIIYIO MPOU3BOAUTEIHHOCTD.
Jpyrue nonynsipubie apxutektypsl BkitouatoT Faster R-CNN, RetinaNet u SSD.
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st 6Gonee TOUHOM JIOKamM3aIuu Ae(eKToB, 0COOCHHO MPU HEOOXOAMMOCTH HE MTPOCTO 00BE-
CTH UX PAMKOM, a BBIJICTUTH BCE MUKCEIN, OTHOCAIINECS K MIOBPEXKACHHUIO, UCIIONB3YIOTCS apXH-
TEKTYpbl CEMaHTH4YeCKol cermeHTtanuu. HambGonee u3BecTHbIMHM 37ech siBstorcs U-Net u
DeepLabv3+ [22]. Monens U-Net, B yacTHOCTH, TIOKa3ajia TOYHOCTh 110 92,23 % B 3ajmaue cer-
MEHTalMU TpemuH. B oHOM M3 McciieioBaHUM Jydinne pe3ysbrarel Ha paracete ISTD-PDS7
nokaszaina mozaenb SegFormer, nocturnys F1-mepor 94,23 %. OTr Moaenu Mo3BOJISIFOT HE TOJIBKO
HaxXOIUTh 1e(PEKThI, HO U TOYHO U3MEPATH UX ILIOMAIL U (OPMY.

[Tomumo CNN, B mocienHee BpeMsi Bce OoJblliee BHUMaHHUE YIENseTcsl TpaHchopMepaM H
rpad)oBBIM HEHPOCETSIM, XOTSI WX MPUMECHEHHE B JAHHOW OOJIACTH €Ile HE TaK IIUPOKO PacIpo-
CTpaHEeHO, Kak B Apyrux obmactsx M. Tpanchopmeps! AeMOHCTPUPYIOT BBICOKYIO IPOU3BOIM-
TEJIBHOCTh B 3a/a4ax, CBI3aHHBIX C JUIMHHBIMU 3aBHUCHMOCTSIMH M IJIOOQJIBHBIM KOHTEKCTOM, YTO
MOJKET OBITh TOJIE3HO JUIA aHaIM3a OOJBIIMX y4acTKOB nopord. Hampumep, Mmomens Pavement-
DETR na ocnoBe RT-DETR st nerekiuu mectu TuroB Aedextop nmokazaaa mAP@0.5 = 87,1 %
Ha garacete UAV-PDD2023, npes3oiins 6a3oByto monens Ha 7,7% [23].

Apxurektypsl, coueraromue CNN u tpanchopMepsl, TakKe HUCCICIYIOTCS IS JACTCKIHH
BBIOOMH Ha JIOpOrax.

HABOPEI TIAHHBIX

KauecTBO M MacmTabHOCTh HAOOPOB MAHHBIX SBISIFOTCS OCHOBOIOJATAIOMIMMU (DaKTOpaMH,
OTIPENICNIAIONMMH Pa3BUTHE O0JACTH MOHUTOPHHTA KauecTBa JOPOKHOTO MOKPBITHS. XOPOIIO
pa3MeUYeHHBIH, pa3HOOOPa3HbI M OOJBIION JaTaceT MO3BOJILET 00ydarb Ooyiee TOYHBIE U PO-
6actHble Mozenu. OfHAKO TEKyllee COCTOSHUE HCCIEIOBATENILCKOIO IO XapaKTepU3yeTcs
HQJIMYMEM MHOXECTBAa HEOOJBIINX, YaCTO 3aKPHITHIX J1aTacETOB, YTO 3aTPYAHSET BOCHPOMU3BO-
JUMOCTb PE3yJIbTaTOB U CPABHEHHUE METO/IOB.

Cy1ecTByeT MHOXKECTBO OTKPBITHIX HA0OPOB JAaHHBIX, KAXKIBINA U3 KOTOPBIX UMEET CBOU OCO-
6enHoctu. Camble KpyIHbIE U HOIMYJSPHBIE — 3TO J1aTacEeThl, COOPAHHBIE B XOJE€ MEXIyHApO.I-
HbIX copeBHOBaHui. Hampumep, RDD2022 conepxutr 47420 uzobpaxeHuil U3 IIECTH CTpaH
MHpa, Pa3MEUEHHBIX MO YEThIpeM THUIAM Je(PEeKTOB (IPOJOJIbHBIE U TONEpPEUHbIe TPELIUHBI,
KPOKOJIMJIOBOE PACTPECKUBAHUE, BBIOOMHBI), UTO JIEJIAET €ro LIEHHBIM AJIsi 00y4deHus Mojeneil,
MPUMEHSIOIIUXCS JUTsl pa3HbIX TUIIOB nopor [24]. Jatacer TD-RD conepxut 7088 BbICOKOKA-
YECTBEHHBIX M300pakeHuil ¢ 12882 pazMeueHHBIMH SK3EMIUISIpAMHM TPEIIMH U BbIOOMH [25].
Hpyro#t kpynuseiii gatacer, EGY PDD, Bxirouaer 14612 2D-uzo6paxenuit u 4323 cieHsl ¢
3D-pannbiMu (T1yOuHA M 001aK0 TOYek), coOpanHbiMU B Erumrte, yTo mo3BomsieT paboTath ¢
MYJIbTUMOJAJIbHBIMA JAaHHBIMU [26]. CyHIeCTBYIOT TakXe CHELUaJIU3UPOBAHHBIE NATACETHI,
Hanpumep, ISTD-PDS7, conepxamuii 18527 uzo0OpaskeHut uig 3a1a4i CETMEHTAIUU ¢ 7 TUMa-
MU J1e(DeKTOB U OOJIBIINM KOJIMYECTBOM HETaTUBHBIX NMPUMEPOB (TEHEH, NATEH), YTO MOBBIIIAET
po6acTHOCTH MOJICIICH.

HecmoTtps Ha Hanmune Mo0OHBIX 1aTaceTOB, UCCIIENOBATENIbCKAsl PAKTUKA [TOKA3bIBAET, YTO
OOJNBIIMHCTBO Mojienel o0ydyaercss Ha MPUBATHBIX JaHHBIX, COOPAHHBIX UCCIEAOBATEISIMH JUIS
CBOUX Liesiel. DTO co3/1aeT mpobiaeMy, HOCKOIbKY Pe3yJbTaThl, MOMyUYeHHbIE HA OTHOM OrpaHH-
YEHHOM JIaTaceTe, MOTYT He ObITh PeNpe3eHTaTUBHBIMU JJIS Apyrux ycioBuil. Emie oxHoil npo-
Onemoii sBNIsIeTCS HEIOCTAaTOK CTaHIapTU3UPOBaHHBIX 3D-aTaceToB, YTO OrpaHUYUBAET pa3BU-
THE METON10B, Hcnonb3yomux LiDAR u 3D-ckanupoBaHnue.

Opnaxo cyiecTByIoT U apyrue naracetsl. Hanpumep, RoadBench, camblit kpynHbIil B cBOEH
obnactu naracet, cogepxaruii 100 000 map «u300paskeHHe-TEKCT» BBICOKOTO pasperieHus [27].
Ero yHHKanbHOCTB 3aKJIIOUAETCS B TOM, YTO Ka)J10€ M300paKeHHE COMPOBOXKAAETCS MOAPOO-
HBIM TEKCTOBBIM ONMCaHUEM, creHepupoBaHHbIM GPT-40. D10 mo3BoisieT pa3BUBaTh BU3Yaslb-
HO-SI3BIKOBBIE MOJIENM, KOTOpblE MOTYT JIydYllle MOHUMarb KOHTEKCT W JeTaldu Je(eKTOB.
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RoadBench Bxitowaer 10 TUTIOB MOBpEKISHUH, BKITIOYAsi CMEIIIAHHBIC M HEOIPEICIICHHBIE CITy-
Yau, 4TO JIeJaeT ero 0osee peaTuCTUYHBIM U CIIOXKHBIM IS aHAIIN3A.

Haracer TD-RD cneuunansHo co3maH i ACTEKIMU MOBPEXACHUNM U coaepxkut 715 088
n300pakennii ¢ 12882 pazmeTkaMu TpemuH, BHIOOMH 1 3aruiat. Kpome Toro, 66u1m pa3paboTaHbl
naracetbl, c(hOKyCUpOBaHHbIE Ha KOHKPETHBIX TeXHoJorusix. Hampumep, naracet, KOTOpBIi
BKJIIOYAET JaHHBIC OT JIECSITH THUIIOB JAaTYMKOB (akcenepomerp, rupockorn, GPS u ap.) u pazne-
JIeH Ha JIB€ KaTerOpHuH: JaHHbe 00 aHOMAIUSX U JaHHbIE O CTHJIC BOXKJEHHUS, YTO MO3BOJISIET
npoBOAMTH Oosiee rryOokuii aHanu3 30 BIusHUM BHEMIHUX (akTopos [28].

Takum 00pa3zom, pa3BUTHE METOIOB ISl OMPEENICHUs KayecTBa JOPOT HAMPSAMYIO CBSA3aHO C
MOSIBJICHHEM M YyITy4dllIeHHeM Ha0OpoB AaHHBIX. Byaymme uccienoBanust OyayT Bce Oofblie 3a-
BUCETH OT JIOCTYITHOCTH KPYIHBIX, pa3HOOOPAa3HBIX U XOPOILIO Pa3MEYEHHBIX MYJIBTUMOJAIbHBIX
JATaceTOB, KOTOPBIC MO3BOJIAT CO3/AaBaTh NEHCTBUTEIHLHO YHUBEPCAIBHBIC W HAJIC)KHBIE CUCTE-
MBI MOHUTOPHHTA.

B namem uccnenoBanuu Uit oOy4eHUS W TECTUPOBAHMUS MOJEIEH HMCIIONb30BAJICS JaTaceT
RSRD — Road Surface Dataset [29]. Mcnonb3yemsiit Habop mganubix cogepkuT 8000 daiinos
YEThIPEX TUIOB (MOAAIBHOCTEMN):

1. M300paskeHust BEICOKOTO pa3pelleHus, MOyYeHHbIE B PE3YJIbTaTe BUACOCHEMKU JOPOKHO-
T'O TIOKPBITHS B PA3JTUYHBIX TOTOIHBIX YCIIOBHUSX.

2. Kaptel niryOvHBI, MOTy4YeHHbIE HA OCHOBE CIHSHHS HECKOJIbKUX KaapoB LiDAR-nmaHHBIX,
MPEICTABISIFOT CO00# TBYMEpHBIC M300paKEHUS, B KOTOPBIX KaXKIbIi IMHUKCEIh COOTBETCTBYET
PaCCTOSIHHUIO OT JIaT4MKa 10 O0bEKTa B ClieHe. Takue KapThl CTPOATCA Ha OCHOBE JaHHBIX, MOy~
4eHHBIX ¢ nmomonipio LiDAR-ceHcopa — akTHBHOTO JallbHOMEpa, pabOTAIONIEr0 Ha OCHOBE Jia-
3€pHOr0 CKaHUPOBAHUS.

3. KapTel aucmapaHTHOCTH — U300paKECHUS, B KOTOPBIX KXKIBIA MUKCEIIb COACPKUT HUHDOP-
MAIUIO O PA3HOCTH MOJIOKEHHSI OJJTHOW M TOM K€ TOYKHU CLIEHBI Ha JBYX M300paKCHUSX, CHATHIX
C pa3HbIX PaKypcoB.

4. Obnaka TOYEK, MOTYYCHHBIE C MCIOIH30BAHHEM MHOTOKAJIPOBOTO OOBEAMHEHMS JaHHBIX
LiDAR c xoMmrieHcanuei 1BH>KeHHUs.

5. BuneocneMka mpoBoaniach Ha acabTOBBIX U OETOHHBIX IOKPHITUSX B TOPOJCKUX M CENTHCKUX
paitoHax. CkopocTh aBTOMOOWISI ObLTa orpaHryeHa 40 KM/4 /1715l TOBBIIIEHHS Ka4eCTBa TaHHbIX.

Pa3meTka n300pakeHU Ha KJIACCHI «TPEUIMHBDY U «BBIOOWHBD MPOU3BOAUIIACH C UCTIONB30-
BaHueM riatdopmel Roboflow. AHHOTaIMs pa3zMeTku ObTa B hopMaTe coco.json.

APXUTEKTYPA IIPEJIZTATAEMOI'O PEILIEHU

I[J'[f[ 3aJIa4n BBISBJICHUS I[G(l)eKTOB JOPOXKHOTO IMOJIOTHA Npeajiaracrcda MyJIbTUMOJAJIbHAA apXu-
TCKTYypa, O6’L€,Z[I/IH$II-OH_[3.$I BU3YAJIbHBIC U JIMJAPHBIC TAHHBIC. Cxema pa6OTBI MpEacTaBJICHA HA pUC. 1.

Shnac Knaccuoukartop
wHTepeca n3obpaxkeHnmn
Swin Transformer
Small
npeackazawne
Oetekuus
[OetekTop obnactun e w_frenn = C(r).16
Faster-R-CNN noepexae w_resnet = 0.
HuA npeackasanve | W_Kpconv = 0.4
ConocrtasneHue
Ofinacrs Knaccudukatop
wirepeca | 0BnacTu nHTepeca

-+ aaHHbIX AMaap

C AaHHbIMW Nnaap PointNet

Aaryuka

Puc. 1. Cxema apxumexkmypvl MyTomumoOaIbHO20 MEMOOd ONpedeneHus.
no8pedHcOeHUll OOPOICHO20 NOKPLIMUS

Fig. 1. Schematic diagram of the architecture of the multimodal method
for determining road surface damage
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B kauectBe ocHOBHOTO Os10Ka Mcmonb3yeTcs aerektop Faster R-CNN, kotopbiii oTBeuaeT 3a
BBIJICJIEHUE 00JIacTel MHTepeca — MOTEHIIMAIBHBIX YYaCTKOB IMMOBPEXKACHUI JOPOKHOTO MOKPHI-
TUs. DTU 00JIaCTH J1ajiee MO/IBEpPraroTcs IByHAIIPaBICHHOI 00paboTke:

1. BusyajibHblil KaHAaJI.

OO6nactu mHTEpeca MOAAIOTCS Ha BXoJ Kiaccupukatopy m3oOpaxenuit Swin Transformer
Small. DToT MOAYNE aHATU3UPYET TEKCTYPY, UBET U (OPMY JTIOPOKHOTO MOJIOTHA, YTO MO3BOJISET
3apuKcUpoOBaTh TaKME MPU3HAKH TOBPEKICHUH, KaK TPEIIMHbI WX BEIOOMHBI.

2. JInpapHblii KaHaJI.

[TapannensHo ¢ BU3yalnbHOH 00paOOTKOM MPOMCXOTUT COMOCTABICHHUE OONACTH MHTEpeca C
JaHHBIMU O0JIaKa TOYEK, MOJYyYEeHHBIMU OT JHaap-naTduka. Jljig aHanausza TpexMepHOU reomer-
pun ucnonsiyercs PointNet, koTopslii ki1accuuuupyer oObeKThl Ha OCHOBE NMPOCTPAHCTBEH-
HOU CTPYKTYPbI IIOBEPXHOCTH J0pOru. Takoi moaxo/ MO3BOJSIET BBISABIATE A€(PEKThI, C1a00 BbI-
pakeHHbIE Ha U300paKEHUU, HO OTYETIUBO PA3IMUYUMbIE B TEOMETPHH.

O06a xaHaa GopMHUPYIOT HE3aBUCUMBIC MPEICKA3aHMs, KOTOPBIC 3aTeM O0BEIUHSIOTCS C yUe-
TOM BECOBBIX KO(P(DUIIMEHTOB:

e w_frenn = 0,1 — Bkiiag 0a30BOro J1€TEKTOpA,

e w_resnet = (0,6 — OCHOBHOM BeC, MPUCBOCHHBIN BU3yalIbHOMY KJlaccu(HKaTopy,

e w_kpconv = 0,4 — Bec npeackazaHuil 10 JaHHBIM JIMJapa.

HtoroBoe pemienue (HopMHUpyeTcsl IMyTeM B3BEUICHHOTO CYMMHPOBAHHUS PE3YyJIbTaToB, YTO
obecreunBaeT O6amaHC MEXAY Pa3TUYHBIMU MOAAIBHOCTSAMHU U MOBBIIIAET HAJEKHOCTh KIacCH-
¢ukammu. Takoi MyTBTUMOIATBHBINA TOAXO/ TIO3BOJISIET HE TOJBKO MOBBICUTH TOYHOCTH JETEK-
1uu Ae(EeKTOB, HO U YMEHBIIUTH BEPOSTHOCTH JIOKHBIX CpaOaThIBAaHUM 3a CUET MEePEKPECTHOU
IIPOBEPKH MPU3HAKOB B PA3HBIX UCTOUHUKAX JaHHBIX.

JETEKIINA [IOBPEXIEHHUI JIOPOXHOTO ITOKPHITHS HA M30BPAXKEHUSX,
I[TOJIYYEHHBIX B PE3VJIbTATE BUIEOCBEMKU

Jlerekuus U BblAETICHHE MOBPEXICHUNA JTOPOKHOTO MOKPBITHS HAa M300paXKEHUM SIBIISETCS
OJTHUM M3 OCHOBHBIX 3TallOB IIPH aHAJIM3€ Pe3yJbTaTOB BUJIEOCHEMKHU. [ neTekuuu moBpe-
KJIEHUIN TOPOXKHOTO MOKPBITUS HAa U300paKEHUAX B MCCIEOBAaHUU OBLIM UCIOJIBb30BaHbl apXu-
tekTyphsl Faster R-CNN, YOLOS8 Nano 1 YOLOS Small.

B kauecTBe METpUK, KOTOpPbIE BIUSUIA Ha BHIOOP HAWIyYIIMX BECOB Ul MOJIENIU NPH ee 00y-
YEHHUH, UCIIONB30BaIM (PyHKIMIO OTEeph U MONHOTY (recall). BeiOop moiMHOTHI B KauecTBEe MeT-
PHKH ObLT 00YCJIOBJIEH BaKHOCTBIO JETEKIIMU MOJIOKUTEIbHBIX 00bEKTOB Ha N300pakeHuu. J{is
CPaBHEHMsI pa3HBIX MOJeNel UCII0JIb30BaJId METPUKH TOYHOCTH (precision), moyHoTa (recall),
fl-score u TouHOCTH Mpeackazanus rpanuil (Intersection over Union, IoU).

Mopnens Faster R-CNN npencrasnsier coboit aerektop ¢ apxurektypoit ResNet-50 B kaue-
ctBe backbone u ¢ynknmonanom Feature Pyramid Network (FPN). Mogens Faster R-CNN siB-
JSETCS ABYXCTAAUMHBIM JETEKTOPOM, KOTOPBIM Ha MIEPBOM 3Talle U3BJIEKAET PETHOHBI HHTEPECA,
a 3aTeM OMpeeIsIeT UX KJIace U yTOUHseT pacmoioxenue [30].

Apxurektypa Faster R-CNN 0bl1a HHHIIMQIU3UPOBAHA C MCIOJIb30BAHUEM Npeao0ydeH-
HbIX BecoB HAa COCO u gooOyuanach Ha 3ajJa4e C MOJIb30BATEIbCKUMHU KiIacCaMH J1€()EKTOB
JIOPOKHOTO TMOJIOTHA, a TakXke ¢ yuyeToMm (OoHOBOro kiacca. B opurunanbHoil Moaenu Obuia
3aMEHEHa TOJIOBHAsl 4acTh kiaccupukaropa box predictor Ha HOBYIO, COOTBETCTBYIOIIYIO
YHCITy 11eJIEBbIX KJIACCOB.

B pesynbrare oOyuenuss moxenu Faster R-CNN Ha BanuganMoHHOH BBIOOpKE 3HAYE€HUE
¢byukumu noreps cocrabuiio 0,2432, a nonHora (recall) cocrasnsana 0,8526.
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Cnenyer ormetrutbh, uro MeTpuka AP@][0,5:0,95], npencrapnsromnias cobol cpeaHee 3Haue-
HUE TOYHOCTH TI0 Pa3IUYHBIM YpoBHIM nepekpoitus (IoU), sBisieTcss J0CTaTOYHO CTPOTHUM KPH-
tepueM. OTHAKO B KOHTEKCTE paccMaTpPHBAEMOW MPHUKJIAIHON 3a/1a4d aBTOMAaTHYECKOTO MOHU-
TOPHHTA JIOPOKHOTO MOKPHITHS 3Ta METPUKA HE SBIISIETCS onpeaesstomei. Llenbro xe mpema-
raeMoM CUCTEMBI SBIISICTCSI CBOEBPEMEHHOE OOHAPYKEHUE TIOBPEXKACHUH TOPOKHOTO TOJIOTHA, B
TOM YHCJIE MMOTEHIIHAIBHBIX, C BO3MOXKHOCTBIO MOCIIEIYIOIIEr0 aHAJIN3a X XapakTepa U CcTere-
HU OMAacHOCTH. B 3To# cBsi3n 0co0yr0 BaXHOCTH mpuobperaer monHoTa (recall) mogenu — cro-
CcOOHOCTH (PMKCHUPOBATH MAKCHUMAJILHOE YHCIIO Cly4yaeB Hainuuus nedexra. HampoTus, J10KHO-
MOJIOKUTENIbHBIE cpabaThiBaHus (false positives) B paMKax TakOHW CHUCTEMBI MPEACTABISIOT
MEHBIITYI0 YTPo3y: OHU MOTYT ObITh OT(UIBTPOBAHBI HA TOCIEAYIOIIMX dTanax 00paboTKu, B
TOM YHCJIE C KCIIOJIb30BAHHUEM JONOJIHUTENBHBIX MOJAIBHOCTEH, TaKUX Kak o0Jjaka TOYeK,
KapThl TIYOUHBI M JUCIIAPAHTHOCTH. TakuM 00pa3oM, JOMYCTUMOCTD JIOKHBIX CpaOaThIBaHUI
KOMIICHCHPYETCSI OTCYTCTBHEM MPOITYCKOB, YTO KPUTHUYECKUA BAXHO IJIsi oOecrmedeHus 0e3-
OITACHOCTH JJOPOKHOTO JIBUKCHHS.

Monens YOLOV8 OTHOCHTCSI K OJHOATAITHBIM JIETEKTOpPaM OOBEKTOB M PEATU3YyeT IMOIXOJ
«end-to-end» — OT BXOJHOTO U300paXCHHSI Cpa3y K MPEACKa3aHUSAM KJIaCCOB M KOOPAWHAT 00b-
eKkToB. B nmaHHOH pabore mcnoib3oBaMch obnerdyeHHele moaudukamuu YOLOvS: YOLOvS
Nano nu YOLOvS Small, pa3paboTaHHble C 11€JbI0 TOBBILIEHHUS] CKOPOCTH 00paOOTKU U YMEHb-
HIeHus: TpeOOBaHMd K BBEIYUCIUTENBHBIM pecypcaMm. Apxutekrypa YOLOvV8 ocHoBaHa Ha 1moi-
HOCTBIO CBEPTOUHOW HeilpoceTu Oe3 sSBHO BhIIeNeHHOro backbone u BkitodaeT B cels yimyud-
[ICHHBIC MEXaHU3MbI U3BJICUCHUS ITPU3HAKOB, a TAK)KE aTAITHBHYIO HEPAPXUICCKYIO CTPYKTYPY
oOHapyxeHus 00bekToB. YOLOVS ucnosib3yer COBpeMEHHbBIH MEXaHU3M JICKOJUPOBAHUS MPE/I-
CKa3aHHi Ha OcHOBe anchor-free moaxoaa, YTO MO3BOJSET MOBBICUTH TOYHOCTh M CTAOMIIBHOCTD
npu paboTe ¢ pa3IMyHBIMU MaciiTabaMu 00beKTOB. briaromaps BHICOKOH CKOPOCTH M KOMITAKT-
Hoctu Mozenu YOLOvV8 Nano u Small xopomio moaxoasrt ajis 3ajad peajibHOr0 BPEMEHHU H
IPUMEHEHHUS Ha BCTPanBaeMbIX ycTpoicTBax [31].

CpaBHEHHE OCHOBHBIX METPHK MOJICNEH, HCTIONb3yEMBbIX [UIS IETEKIIUH TOBPEXICHHUN JTOPOYKHOTO
MOKPBITHS, IPEICTABIICHO B TabmuIE 1.

Tabnuya 1. CpaBHEHNE OCHOBHBIX METPHUK MoAeTei

Table 1. Comparison of the main metrics for the models

precision recall F1-score

2 3 3 2 2 2
Haumenosanue = = = = = = mAP50-95

= & = 8 g 8

2 e 2 2 2 =

& Q = 2 = 2]
Faster-R-CNN 0,93 0,95 0,82 0,61 0,87 0,74 0,166
YOLOvV8 Nano 0,85 1 1 0.18 0,92 0,31 0,104
YOLOV8 Small 0,89 1 1 0,42 0,94 0,60 0,143

N3 paccmorpennsix mozeneit Faster R-CNN nemoHcTpupyeT Hanbonee cOamaHCUPOBaHHBIE
3HAa4YEHUS] OCHOBHBIX METPUK, 0cOOeHHO 10 nosHoTe U Fl-score. [Ipu aToM 17151 Monieneit cemeii-
ctBa YOLO xapaktepHbl HU3KHE 3HaueHHs] MeTpuku recall ans knacca «BpiOonnb». Hanbosb-
niee 3HauyeHue MeTpuku loU OblIO Takke Mpu aHaIM3€ TECTOBOM BBHIOOpKU Mojenbio Faster
R-CNN. IIpu 5TOM naHHOE 3HAYEHHE BCE PABHO OBLIO JOCTATOYHO HU3KWM, OJHAKO ATO HE SIB-
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JsieTCsl KPUTUYHBIM IS 3a/1add MOHUTOPHHTA, Te KIIOUeBbIM IoKa3areneM sipisercs recall —
BaXHO HE MpomycTUTh Aedexr. OmubKku B BUAE JIOKHOTO BBIJEIICHUS HCIPABHBIX YYaCTKOB
(HM3KUH precision) MeHee 3HaYUMBbI, TOCKOJIBKY OHU HE MPUBOJAT K PEeaIbHBIM MOTEPSIM, a YBe-
JMYUBAIOT 00bEM MOCIETYIONIET0 aHAIN3A.

KJITACCU®UKATIMA TTOBPEXAEHU JJOPOXHOT O ITOKPBITUA HA U30BPAXXEHUAX,
INOJIYUYEHHBIX ITPY1 BUJJEOCBEMKE

J171s OBBILIEHUS] TOYHOCTH ONPEAENICHUS TUIIa TIOBPEXKICHUS JOPOKHOTO MOKPHITUS (BBIOO-
WHBI WIHM TPEIIMHBI) TIOCTE X JETeKIUU Ha N300paKeHUH MPUMEHSIN OMHApHYIO KilaccupuKa-
muto. [lpu penieHnn JaHHOM 3a/1auM CPaBHUBAIN MOJENU IITyOOKOro oOy4eHHUsI Ha OCHOBE CBEp-
TOYHBIX HEHPOHHBIX ceTell U TpaHcopmepoB. Cpear CBEPTOYHBIX HEUPOHHBIX CETEH ObLIH BHI-
Opanbl Takue monenu, kak ResNet-18, Res-Net-34, ResNet-50 u EfficientNet-BO — B7, a cpean
tpanchopmepoB — SwinTransformer tiny, SwinTransformer base, SwinTransformer small.

B nporecce oOydenus a1t BBIOOpa HAWITydIIeld MOJETH OLEHUBAIN (PYHKITUIO TIOTEPh U MET-
puky Macro F1 na BanumanmonHoit Beioopke. J[aHHas MeTpuKa MO3BOJISET OLEHUTH d(PPEeKTUB-
HOCTBh paboTHI KiIaccu(pHUKaTopa Ha HecOaTaHCHPOBAHHBIX BhIOOpKax. [[yis BeIOOpa Hammydmien
MOJIEJIM CPABHUBAJINCH TaKUE METPHUKH, KaK precision (TOYHOCTb JJIsl MOJIOKUTEIbHBIX MpecKa-
3aHuil), recall (momnota), fl-score, macro average (cpeaHee 3HaueHHE AJis HecOaTaHCUPOBAH-
HBIX KJIaccoB), weighted average (B3BeIIeHHOE CpeIHEE 3HAYCHUE), accuracy (TOYHOCTB).

Ceprounas HeiiponHas ceTh ResNet, npenodyuyennas Ha naracete ImageNet, mpeacras-
asieT co0o0il rIy00oKyI0 OCTAaTOYHYIO CETh, KOTOPAsh MCIOIb3YET MEXaHU3M OCTAaTOYHBIX CBSI-
3eil (residual connections). [lanHbIil MexaHU3M MO3BOJIAET d3(HPEKTUBHO 00ydaTh IIyOOKHE
HEHPOHHBIE CETH, MPeJOTBpaIIas 3aTyXaHHe TpagueHTa u crnoco0cTBys Oosee cTabuiIbHON U
ObicTpoii cxoauMocCTH. JlaHHas apXUTEeKTypa Oblia BhIOpaHa M3-3a €€ BBICOKOM YCTOWUYMBO-
CTU K mepeo0ydeHuto, cnocoOHOCTU 3(P(HEKTUBHO U3BJIEKATh MEPAPXHYECKUE MPHU3HAKU C
pa3IUYHBIX YPOBHEW aOCTpakIuu, a TaKXKe J0Ka3aHHOU 3(P(EKTUBHOCTH B 3aJayax KJIACCHU-
dukanuu n3o0pakeHuil. bnaromgaps MCHMoONb30BaHUIO OCTaTOYHBIX ONMOKOB ResNet nemoH-
CTPUPYET BHICOKYIO 0000HIAIONIYI0 CIIOCOOHOCTh Aake MPU OrpaHUYEHHOM 00Bbeme o0yua-
IONIMX JTAHHBIX, YTO JeJaeT €€ 0COOCHHO MOAXOISIIEH s 3aay, Ie BaXKHO TOUYHO KJIacCH-
¢unmpoBaTh MeIKHEe W pazHOOOpa3Hble Ne(eKTH Ha JOPOXKHBIX MOKPHITHUAX. Kpome ToroO,
HaJTu4ue MpeBapuTebHO 00yueHHBIX BecoB Ha ImageNet mMo3BoJIIET yCKOPUTh O0y4YeHUE U
MOBBICUTh HAYaJlbHOE KAueCTBO MOJENH 3a CYeT MepeHoca 3HAaHUW M3 IIHUPOKOH 001acTu
KOMIBIOTEPHOTO 3peHus [32].

Ha pucynke 2 noka3ansl rpadguxu ooyuenust moaeneit ResNet-18, ResNet-34, ResNet-50.

Training Metrics Training Metrics Training Metrics

- s —— Macro F1

o B 10 jL3 20 25 30 o 5 0 15 20 o 5 10 15 20 25 30 k-
Epoch Epoch epoch

Puc. 2. I'papuku obyuenus na mpenuposournou evibopke ResNet-18, ResNet-34, ResNet-50
Fig. 2. Training graphs on the training set ResNet-18, ResNet-34, ResNet-50
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Cpemn uccnenoBanHbix Moxeneir cemeiictBa ResNet (ResNet-18, ResNet-34, ResNet-50)
CpaBHUMBIE pe3yabTaThl ObUTM TMOKa3aHbl i mozenei ResNet-18 m ResNet-34. Opnako
HauOombiee cpeanee 3HadeHue F1-mepsl (0,8752) mo nBym Kiiaccam U 001ee 3HaYeHUE TOYHO-
ctu (0,8756) nmokazana monens ResNet-18. O61mee 3HaueHre TOYHOCTH KJIACCU(DPUKALIUU MOACITH
ResNet-50 Ha TecToBoii BEIOOpKE OBLIIO Ha 2 % HUXKE, YeM Y ABYX APYTHX apXUTEKTYD.

EfficientNet — 3TO ceMelCTBO CBEPTOYHBIX HEHPOHHBIX CETEH, MPEUIOKEHHOE C LEbI0 J0-
CTH)KECHHUS ONTHUMAJIBLHOTO OallaHCca MEXy TOYHOCTBHIO M BBIYHCIUTEIBHON 3()()EKTHBHOCTHIO.
Apxutekrypa EfficientNet Opiia pazpaboraHa ¢ HCHOJIB30BAaHHEM METO/Ia ABTOMATHUYECKOTO
MaciTabupoBanusi mozenu (compound scaling), KOTOPBIH OJHOBPEMEHHO YBEIUYUBAET TITyOH-
HY, IIUPUHY U pa3pelieHre BXOAHBIX U300paKEHUH B 3a/1aHHBIX TPOMOPIUSIX.

bazoras monens EfficientNet-B0 Gbuta paspaboraHa ¢ MCIIONIB30BAaHUEM METO/Ia AaBTOMATH3H-
POBAHHOTO IMO/IX0/1a, MO3BOJISIOUIET0 ONTUMHU3UPOBATh CTPYKTYpPY HEHPOHHOM ceTu A AOCTH-
JKeHHs OaraHca MEXIy TOYHOCTHIO M BBIYHCIUTEIBHON 3()(PEeKTHBHOCTHIO. DTa MOJEIb TIOCITY-
xuia GyHIaMeHToM s co3nanus Oonee kpynHbix BapuantoB EfficientNet (B1-B7), kotopsie
MOJTYYHIIH ITyTeM MacIITaOMpOBaHUsl 0a30BOM apXUTEKTYpPhI C COXpaHEHHEM ee cOalaHCHPOBaH-
HocTH. Takol moaxoa obecrnednsi CyniecCTBEHHOE yIydllleHne KauecTBa MpecKa3aHuil 6e3 sKc-
MOHEHIIUAJILHOTO POCTa BBIYUCIUTENBHBIX 3aTPAT, XapaKTePHOTO AJS TPAJAULMOHHBIX METO/IOB
yBeNMUYeHUs] MTyOuHBl uiau mupuHbl cetu. Apxutektypa EfficientNet moctpoena Ha ocHoBe
omokoB MBConv (Mobile Inverted Bottleneck Convolution), 3auMCTBOBaHHBIX W3
MobileNetV2, u ucnons3yer 3ddekTuBHBIC pasnenseMbie cBepTrouyHble omneparuu (depthwise
separable convolutions). Kpome Toro, kakas onepamus JONOJHEHA MEXaHU3MOM Squeeze-and-
Excitation (SE), koTopblil ananTHBHO MEpeHacTpanBaeT BeCOBbIE KOI(PPHUIIMEHTHI KaHAJIOB, YTO
CIIOCOOCTBYET yIyULICHHUIO BBIJIEICHUS HH(DOPMATHUBHBIX MpU3HAKOB [33].

KiroueBbie ocobennoctu EfficientNet:

1. OpdexkTuBHOE HCTOIB30BAHNE BBIUMCIUTEIBHBIX PECYpPCOB 3a CUeT COaJTaHCHPOBAHHOTO
MacImTaOupoBaHHUS.

2. [1oBbImIeHHAs: TOYHOCTD JIJIS1 33]1a4 KJIaCCU(PUKAIIUKA U300paKSHHH.

3. KomnaktHOCTh M ObIcTpoOfeiicTBHE, ocoOeHHO B Muaamux Bepcusx (B0-B2), uyto gemaer
UX MOAXOMISAIIUMHE JIIs1 MOOMJIBHBIX U BCTPAMBAEMBIX CUCTEM.

B uccnenoBanuu 6ni1u ucnonb3oBansl Monenu EfficientNet-BO — EfficientNet-B7, kotopsie
pasznuyaroTcs MeXIy coOod Mo TIyOuHe, IMIMPUHE U Pa3pelieHH0 BXOAHOTO n3obOpaxeHus. C
BO3pactanueM mokoseHus EfficientNet Takke yBemnauBaeTCs KOJIMIECTBO mapaMeTpoB. Hampumep,
B EfficientNet-BO — 5,3 M napametpos, Toraa kak B EfficientNet-B7 — 66 mun.

Ha pucynke 3 noka3zans! rpaguxu ooyuenust moaeneil EfficientNet-B0 — EfficientNet-B7.

B cemeiictBe EfficientNet (Bapuantsl oT BO g0 B7) MakcumanbHble TTOKa3aTeId OCHOBHBIX
METpHUK mpoaeMoHcTpupoBana mojenb EfficientNet-B6. Cpennee 3nauenue Fl-mepa nns
oboux kinaccoB coctaBuiio 0,9003, a 3nauenue TouHocTH (accuracy) — 0,9005, uto gemaer ee
HauJIy4lled apXuTEeKTypol cpeau UCCIeAyeMbIX W3 JaHHOTO cemeiicTBa. [Ipu sToM Momens
JUIIF HE3HAYUTEIBHO TPEBOCXOAUT mo Merpukam Bepcuu B4 (0,8980 m 0,8982 cooTBet-
ctBenHo) u B5 (0,8956 u 0,8959 cooTBeTCTBEHHO), OHAKO BCE XK€ 00ECIeUynBaAET HAWUBBIC-
IIYI0 TOYHOCTH KJIacCU(DUKaIHH.

Heiiponnas cetb Ha ocHOBe TpaHC(hOpMepHOH apxUTEeKTypbl — Swin Transformer, npeno0y-
YyeHHas Ha fgaracere ImageNet, mpeacTaBiseT co00i HepapXUUIECKYI0 apXUTEKTYpy BU3YallbHO-
ro tpanchopmepa, B KOTOPOW HCIOIB3yeTCS OKOHHBIA MEXaHWU3M IPUBJICYCHUS BHUMAHHUS
(window-based self-attention), KoTopblif mepemeniaercs Mo U300PAKEHUIO /TSI BbIJICIIEHUS 00b-
€KTOB. B oTiMume OT KIIaCCHUYECKOro TIIO0AJbHOTO MEXaHW3Ma BHYTPEHHETO BHUMAaHUS OKOH-
HBI TOAXOJ TO3BOJSIET CYIIECTBEHHO COKPATHUTh BBIUMCIHTENBHYIO CIOXKHOCTH, YTO JENaeT
Mozens 6omee 3G heKTUBHOM Mpu padboTe ¢ N300paKEHUSIMH BBICOKOTO pa3pelieHUsI.
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Puc. 3. I'pagpuxu obyuenus na mpernuposounoti evibopke EfficientNet-B0 — EfficientNet-B7

Fig. 3. Training graphs on the training set EfficientNet-B0 - EfficientNet-B7
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KitoueBoii ocobenHoctpio Swin Transformer siBisieTcst UCIONIb30BaHUE CIBUHYTBHIX OKOH

(shifted windows), obecrnieunBaronIX NePEeKPHITHE MEXKIY COCETHUMU OKHAMH. JTO MO3BOJISET
3G PEKTUBHO O0BEANHATH JIOKAIBHYIO U II00aJbHYI0 HHPOPMAIUIO, YTO 0COOEHHO BaXKHO IS
3aja4, TpeOyOIUX MPOCTPAHCTBEHHOTO KOHTEKCTA, TAKUX KaK KIacCU(pUKAIMS, CETMEHTALHS 1
JIETEKIIUS OOBEKTOB.

ApPXUTEKTypa MOCTPOCHA HEPAPXUUECKU: Ha KAKIOM YPOBHE 00paOOTKH MPOCTPAHCTBEHHOE
paspenieHne yMEHBIIaeTCs, a Pa3MEpHOCTh NMPHU3HAKOB YBEIHUYMBACTCS AaHAJOTUYHO TPHHIIH-
nam, MPUMEHSIEMbIM B CBEPTOYHBIX HEUPOHHBIX ceTsaX. JTo mo3possger Swin Transformer coue-
TaTh IPEUMYILECTBA TPAaHC(HOPMEPOB M CBEPTOUHBIX MOJIeel, oOecrieunBasi BBICOKYIO TOUHOCTh
IIPY YMEPEHHOW BBIYMCIUTENBHOMN Harpy3ke [34].

Monenn Swin pasnuyatorcs o pasmepy (Tiny, Small, Base, Large) u uncny mapameTpos,
YTO TO3BOJISIET MOM00PaTh MOIXOISIINN BAPHAHT B 3aBUCHMOCTH OT JOCTYITHBIX PECYPCOB U
TpeOOBaHUH K Ka9eCTBY PacllO3HABAHUSI.

Ha pucynke 4 noka3zansl rpaduku o0yuenus moaeneir Swin Tiny, Swin Small, Swin Base.
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Puc. 4. I'pagpuxu obyuenus Ha mpernuposourot gvioopke Swin Tiny, Swin Small, Swin Base

Fig. 4. Training graphs on the training set Swin Tiny, Swin Small, Swin Base

Cpenu uccrnenoBanHbiX Mojnenei Ha 6a3ze Swin Transformer (Tiny, Small, Base) myumryro
MIPOHU3BOIUTENLHOCTD MIPOIEMOHCTpHpoBaia Mojenb Swin Small. Tak, cpennee 3Hauenue F1-mepbr
cocrasmwio 0,9004, a accuracy — 0,9005. Yka3zaHHast MOJIENIb CYIIECTBEHHO MPEBOCXOAUT OOJIce
nerkue (Swin Tiny) u Tsoxenble BapuanThl (Swin Base), 4To nenaer ee npeArnouYTUTENbHON IS
paccMaTpuBaeMoit 3a1adu (Tad. 2).

Tab6nuya 2. Pe3ynsTaTbl HITOTOBOTO CPaBHEHHS MOJIENICH /st OMHAPHOH KiTacCU(pUKAIIH

Table 2. Results of the final comparison of models for binary classification

precision recall F1-score

2 - 2 2 2 2
HaumeHoBaHue = = = = = = accuracy

=5 S =5 ¥ g S

2 Z 2 2 2, Z

= @ = ? = =
ResNet-18 0,8388 | 0,9213 0,9299 |0,8213 0,8820 | 0,8684 0,8756
ResNet-34 0,8277 | 0,9367 0,9457 | 0,8032 0,8828 | 0,8648 0,8744
ResNet-50 0,8124 | 0,9086 0,9208 | 0,7873 0,8632 | 0,8436 0,8541

EfficientNet-B0 0,8686 | 0,9223 0,9276 | 0,8597 0,8972 | 0,8899 0,8937
EfficientNet-B1 0,8214 | 0,9263 0,9367 | 0,7964 0,8753 | 0,8564 0,8665
EfficientNet-B2 0,8182 | 0,9482 0,9570 | 0,7873 0,8822 | 0,8603 0,8722
EfficientNet-B3 0,8090 | 0,9272 0,9389 | 0,7783 0,8691 | 0,8462 0,8586
EfficientNet-B4 0,8636 | 0,9400 0,9457 | 0,8507 0,9028 | 0,8931 0,8982
EfficientNet-B5 0,8739 | 0,9207 0,9253 | 0,8665 0,8989 | 0,8928 0,8959
EfficientNet-B6 0,8688 | 0,9381 0,9434 | 0,8575 0,9046 | 0,8960 0,9005
EfficientNet-B7 0,8416 | 0,9171 0,9253 | 0,8258 0,8815 | 0,8690 0,8756

Swin Tiny 0,8463 | 0,9022 0,9095 | 0,8348 0,8768 | 0,8672 0,8722
Swin Base 0,8351 | 0,9073 0,9163 | 0,8190 0,8738 | 0,8609 0,8676
Swin Small 0,8899 | 0,9116 0,9140 | 0,8869 0,9018 | 0,8991 0,9005

[To pesynbraraMm CpaBHHUTEIBHOTO aHAIM3a MOJENeld HAWIydllhe MOoKa3aTeld TOYHOCTH
Kiaccudukanuu (accuracy) mpoaeMoHcTpupoBainu Tpanchopmep Swin Small u cBeprounas
HeliponHas cethb EfficientNet-B6. Kpome toro, mogens Swin Small oGmagana Hanmydmmmu
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3HaueHuAMH MeTpuk recall u Fl-score ms kimacca «BbiOouHB. CTOUT OTMETUTH, YTO CpPEelU
mojenel cemelrictBa ResNet Hanmmydine 3Ha4eHUs] TOYHOCTH ObutH y Mojeneld ResNet-18 u
ResNet-34.

KIACCU®UKALMA TOBPEXIEHU JIOPOXHOI'O ITOKPHITHSA C UCIIOJIL30BAHHUEM JIAHHBIX,
[NTOJIYYEHHBIX C JATYUKOB JIMJIAP

[Tomumo n306paxkeHuil ¢ Buaeokamep, A ONpeeNeHusl HaIUYKs U TUIIa TOBPEXIAEHUS 10-
POKHOTO TIOKPBITHSI MOXKHO MCIIONIb30BaTh JaHHBIC, ONy4YeHHbIe ¢ AaryukoB juaap (LiDAR).
JIaHHBIN TUI 1aTYUKOB UCIONb3YET JIA3€PHbIE UMIYIIBCHI U1 OMPEAEICHUS PACCTOSIHUS 10 00b-
exra. OHUM U3 TUIOB JIaHHBIX, IOJYYaEMbIX C JATYMKOB JIUAAP, ABISETCS «O0JAKO TOUEK», KO-
TOpOE IPEeACTaBIsIeT cCOO0l HA0Op TOUEK B TPEXMEPHOM NPOCTPAHCTBE U OTPAKaeT IeOMeTpu-
YeCKHEe OCOOEHHOCTH IMOBEPXHOCTH, KapThl INTYOMHBI W TUCIIAPAHTHOCTH, KOTOPBIE COOTBET-
CTBYIOT PAaCCTOSTHUIO OT JIaTYuKa 710 oObekTa [35].

Jlnis kinaccuukanuy JaHHBIX THIA «O0JaKo TOYEK» HEO0OXOIMMO HMCIOJIb30BaTh MOJIENH, KO-
TOpBIe OyayT paboTaTh B TPEXMEPHOM MPOCTPAHCTBE U YUUTHIBATh 3aBUCUMOCTH MEXY TOUYKa-
MHU. B naHHOM MccieoBaHUUM I 3a/laudl KJIacCU(PUKALUU «00JaKOB TOYEK» OBUIM HCHOJb30-
BaHbI cnenyromue monenu: Point Transformer, PointNet u PointNet++.

Apxutekrypa Point Transformer ucnomnb3yer MoauduUIUpOBaHHBIM MeXaHU3M BHUMAaHUS
(attention), aganTUPOBAHHBIA MOA TPEXMEPHBIC MPOCTPAHCTBEHHBIE TAHHBIC, W TO3BOJISET (-
(EKTUBHO YUYMTHIBATH JIOKAJIbHbIE U INI0OAJIbHBIE 3aBUCUMOCTH MEXAy TOUKAMH, YTO KpUTHYE-
CKHU Ba)KHO IIPH aHAJIN3€E CIIOKHBIX OOBEKTOB 10POKHONU HHPPACTPYKTYPhI, TAKUX KaK BHIOOMHBI,
TPELIMHBI HIIM UCKYCCTBEHHBIE HEPOBHOCTH.

BxonHoit cioit Moaenu MmpeacTaBisl cOO0H MOTHOCBAZHYIO MPOEKIUI0 KOOPIMHAT KaXI10i
TOYKHM M3 HpocTpaHcTBa R® B mpocTpaHCTBEHHOE TIPU3HAKOBOE MPEICTABIEHUE PA3MEPHOCTH 64.
Hanee cienoBanu 1Ba 6moka Point Transformer, kax/iplif 13 KOTOPBIX OCYILECTBIISI arperamuio
MPU3HAKOB C y4E€TOM ONMKANIIMX cOocelel KaxaoW TOYKH (10 €BKIIMOBOMY PACCTOSHUIO) U
YUUTBIBAJ OTHOCHUTENbHBIE MPOCTPAHCTBEHHBIE CABUTH MEXAY TOUKaMH. Attention-MexaHHU3M B
ATUX OJIOKAX MO3BOJISUT KaXKIAOM TOUKE aJlalTUBHO B3aHMMOJIEHCTBOBATh CO CBOMMHM COCEISIMH Ha
OCHOBE KaK F€OMEeTpPHUYECKOil OJIM30CTH, TaK U COAEPIKATENbHBIX MPU3HAKOB, YTO CYIIECTBEHHO
YCUJIMBAJIO BBIPA3UTENIbHYIO CIOCOOHOCTh MOJIEIH.

[Tocne u3BneYeHMs MPU3HAKOB M3 BCEX TOYEK MPOU3BOAWIIACH II0OAibHAsl arperanus ¢ uc-
MOJIb30BAaHUEM JANTHBHOIO CJIOSI max pooling, 4To MO3BOJISJIO MOJYYUTh KOMIAKTHOE Ipef-
CTaBJIeHHE Bcero obmaka touek. Jlamee 3To mpejcTaBieHue NepeaaBaoch B KJacCU(pUKAUOH-
HBII OJIOK, COCTOSAIIMM M3 HECKOJBKUX MOJHOCBA3HBIX clloeB ¢ (gyHkiuel aktuBauuu ReLU u
BBIXOAHBIM softmax-cioem. OH GpopMHpOBasl BEpOITHOCTHOE paclpeesieHue 1o KjlaccaM, CO0T-
BETCTBYIOILIMM TUIIAM COCTOSIHUS JJOPOKHOTO MOKPBITHS (TPEIIUHBI UM BBIOOMHBI).

Takum o0pa3om, mpeUIoKeHHas MOJIETb cOYeTaeT B ce0e BOZMOXKHOCTH ITyOOKHX CBEpPTOU-
HBIX CTPYKTYp M THOKOCTh BHUMaHMS, aallTUPOBaHHOTO 1noj 3D-ToyeuHble obnaka, 4yTo Jienaer
ee 3((eKTUBHBIM MHCTPYMEHTOM JJISl aHAJN3a M KJIACCU(PUKALUU JTOPOKHBIX 0OBEKTOB Ha OC-
HOBE NMPOCTPAHCTBEHHBIX JaHHBIX [36].

Apxutektypa PointNet npennasnauena s knaccudukanuy o0iakoB Touek B 3D-npocTpaHcTBe.
Ha Bxon monenu nonaercs TeHzop pasmepnoctu (B, N, 3), rne B — pa3mep 6arua, N — konuue-
CTBO TOYEK B oOyake, a 3 — KoopauHaThl Kaxaoi Touku (X, Y, Z). ns o6paboTku JaHHBIX HC-
MIOJIB3YETCS IMOCIEA0BATEIBHOCTh CBEPTOYHBIX CJIOEB C SIAPOM pa3Mmepa 1, 4To 3KBHBAJIEHTHO
MPUMEHEHHI0 MHOTOCcIoiHOTo nepcentpona (MLP) k kaxaoi Touke otaenbHo. CHavana TOYKU
TpaHcnoHupytorcs B popmar (B, 3, N), mociie yero npoxost yepe3 Tpu CBEPTOUYHBIX OJIOKa C
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YBEJIMYEHUEM Pa3MEPHOCTH MPHU3HAKOB: ¢ 3 KaHaloB 110 64, 3areM o 128 u, HakoHel, 10
1024. Kaxaplii CBEpTOYHBIA CJIOW COMPOBOXKAAETCs Hopmaiusanuei O6atda (BatchNorm) u
HenuHenHo# akTtuBanued ReLU, 4To mo3BosiseT cTabuin3upoBarh 00ydyeHHWE W TIOBBICUTH BBI-
pakeHHOCTb Ipr3HaKoB. Ilociae 06paboTKM BCeX TOUEK OCYLIECTBIsIETCs MNI0OanbHbIM max-pooling
[0 TOYKaM, KOTOPBIH arperupyer MH(GOpMAIHMIO MO BCeMy OOJIaKy, CO3/aBasi €IUHBIH BEKTOP
npu3HakoB pasmepHoctu 1024, mpencrapnsiomuii Bce 061ako nenukom. Jlamee 3ToT miodans-
HBI BEKTOP MOJACTCS Ha HECKOJIBKO MOJHOCBSA3HBIX CJIOEB, TAKXKe CHAO)KEHHBIX HOpMAaU3allH-
eil, ¢pynkumsamu ReLU u perymsipuzamueit Dropout mis npemorBpamieHust nepeodyyenus. Ha
BBIXO0/I€ CETH (POPMHUPYETCSI BEKTOP C YHCIOM 3JIEMEHTOB, PAaBHBIM KOJUYECTBY KJIacCOB, JJIs
KOTOPBIX MIPOBOAUTCS Kiaccupukarys [37].

Mogens PointNet++ sBisieTcss CIEAyIOMUM TOKOJIEHHEM apXUTeKTypbl PointNet 3a cuer
UEPAPXUUECKOH MHOTOYPOBHEBOW 0OpaOOTKM TOUEUYHBIX JAHHBIX C YYETOM JIOKAJIBbHBIX I'eo-
METpUUECKUX CTPYKTYyp. Ha BXoJ mojaercss TeH30p KoopAauHat Touek pazmepHoctu (B, N, 3),
rae B — pa3mep 6atua, N — uncio touek B o0nake, a 3 — MpOCTPaHCTBEHHBIE KOOPAMHATHI KaK-
o Touku. B ocHOBe Momenu nexuT monynb PointNetSetAbstraction, peanusyromuid 3Tamn
abCTpakLMM MHOXECTBa TOYEK. B 3ToM Moayse cHadanga MPOU3BOAUTCSA BBIOOP MOIAMHOXKeE-
CTBa KJIIOYEBBIX TOYEK (LEHTPOUAOB) U3 UCXOJHOro obJjiaka ¢ moMollpio airopurMa farthest
point sampling (FPS). FPS nocnegoBaTenbHO BHIOMpAET TOUKH, MAKCUMAIIBHO yJajeHHBIE OT
y>K€ BBIOpaHHBIX, 4TO 00ecrneYrBacT paBHOMEPHOE MOKPHITHE MPOCTPAHCTBA TOYEK. 3aTeM
JUISL KQXJI0I0 LEHTpOoua onpeaensercs MHOXKecTBo ero k Ommkailmmx cocened, Gopmupys
JIOKaJIbHbIE PEeruoHbl. Janee KOOpAMHATBl COCEJHUX TOYEK HOPMAJIM3YIOTCS IyTEM BbIUMTA-
HUS KOOPJIMHAT COOTBETCTBYIOLIETO EHTPOUAA, YTO MO3BOJIAET MOJENIN ObITh HMHBAPUAHTHOMN
K JIOKaJIbHOMY cABUTY. Eciu 10OCTYNHBI 1ONOJHUTENbHbIE NMpU3HAaKkU Touek (features), oHU
IPYHNIUPYIOTCS U KOHKAaTEHUPYIOTCS ¢ HOPMaJIM30BaHHBIMU KOOpJIMHATaMH, GopMUpys pac-
HIMPEHHBIE JOKAJIbHbIE IE€CKPUIITOPHI.

Jlns u3BiIE€YeHUs] MPU3HAKOB M3 JIOKAIbHBIX TPYMNI HCIOJIB3YETCS MOCIEJ0BATEIbHOCTD
CBEPTOYHBIX CJIOEB C SAPOM 1x1, 32 KOTOPBIMU CIEAYIOT ONEpaluy MaKeTHOH HOpMalu3aluu
(BatchNorm) u nenuneiinoil aktuBanuu ReLU. Takas cBepTka mpumeHsieTcs K KaXIOMy
(GparMeHTy OTAENbHO, MOCJIE YEero MPUMEHSeTCs Omepalus arperaiuy — max pooling, KoTo-
pas CBOAMT MH(OPMAIMIO O JOKAJIbHOM PErMOHE B €IMHBIA BEKTOP MPU3HAKOB Ha KaXKJIbII
LEHTPOUI.

ApXUTEKTypa CTPOUTCS UEPApPXUUYECKHU: HA IIEPBOM YpOBHE BbIOMpaeTcs 512 1eHTpouI0B
¢ 32 cocensiMu, 3aT€M Ha BTOpPOM ypoBHE — 128 nenTpousoB u 32 cocena, riae BXOJAHBIMU
KaHaJlaMM BTOPOT'O YPOBHS SIBJISIFOTCS IPU3HAKHU, TIOJy4eHHbIE Ha 1epBoM ypoBHe. Ha Tpers-
€M ypOBHE pealu3oBaHa TIyiobanbHas adOcTpakuus 0e3 MOABBIOOPKH, KOTOpash arperupyer
NPU3HAKU N0 BCceMy 00JaKy Touek, popMupys riodanbHbId BeKTOp pasmepHoctu 1024. Ilo-
JY4YEHHBIA TJI00ANBHBIM BEKTOpP MOJAETCSs HAa HECKOJIBKO IOCIIEN0BATENbHO COEIUHEHHBIX
MOJIHOCBSI3HBIX CIIOEB C MakeTHOW HOpManu3anuei, pyHkiusamu akruaun ReLU u Dropout
st 60peObI ¢ mepeobydyenueM. Ha Beixone ¢opMupyercs JOTHUT-BEKTOpP C pa3MepHOCTHIO,
paBHOW uHMcy KiIaccoB 3amaun kiaccupukanuu. Takum oOpa3zom, apxutektypa PointNet++
3¢ (EeKTUBHO UHTETPUPYET JIOKAJIbHBIE U TTI00aJbHBIE TEOMETPHUECKHEe 0COOEHHOCTH «00a-
KOB TOYE€K», oOecredynBas BBICOKYIO TOYHOCTh M YCTOMUMBOCTH K BapHalUsM MPOCTpPaH-
CTBEHHOI'O PacIOJI0KEHUS TOUYEK.

Ha pucynke 5 mnokazanel rpaduku oOydenust moneneir Point Transformer, PointNet,
PointNet++.
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Puc. 5. ['pagpuxu obyuenus na mpernuposouroti evloopke Point Transformer, PointNet, PointNet++

Fig. 5. Training graphs on the training set of Point Transformer, PointNet, PointNet++

CpaBHeHHE 3HaYE€HHH OCHOBHBIX METPHK, MOJTYYCHHBIX HPH KIACCH()UKALUKN MOBPEKICHUM
JOPOKHOTO TIOKPBITUS ¢ HcTonb3oBanneM mojeneil Point Transformer, PointNet u PointNet++,
HPEICTaBICHO B TadnuIe 3.

Taonuuya 3. / Table 3.

precision recall F1-score

2 2 2 2 2 -
HaumenoBanue = z = z = z accuracy

=] S =] S g 8

2 z & - 2 Z

= & = & = 2
Point Transformer 0,9091 0,3188 0,7006 0,6667 0,7914 0,4314 0,6947
PointNet 0,9290 |0,6286 |09172 |0,6667 |09231 |0,6471 |0,8737
PointNet++ 0,8960 0,8824 | 0,9873 0,4545 0,9394 0,6000 | 0,8947

Ha ocHoBanuu mnpenacTaBiIeHHBIX PE3yIbTaTOB MOXHO CHeNIaTh OOOCHOBAaHHBIM BBHIOOpD B
none3y mozaenu PointNet. Hecmorpst Ha T0, uto PointNet++ neMoHCTpupyeT HauBBbICILIUE 3HA-
yenus F1-mepsl mis kiacca «TpenmHay, ee oT3bIBUMBOCTD (recall) mo kimaccy «BbIOOWMHBD) 3HA-
yurenbHO Hike (0,4545), yeM y ABYyX Opyrux MOjejel, YTo TOBOPUT O ci1aboi 3(pPeKTUBHOCTH
ompezaeneHus: naHHoro tumna aedexrtoB. Apxutekrypa Point Transformer mokaspiBaeT BBICOKYIO
TOYHOCTB ompeseneHus kiacca «rpemunbn (0,9091) npu kpaiine aHuskort Tounoctu (0,3188) u
Fl-mepe (0,4314) nns xnacca «BeiOouHay. Torna kak moaens PointNet, HarpoTUB, 1EMOHCTPH-
pyet HamOoJee cOamaHCHPOBaHHBIE METPUKKA OMHApHOUN Kiaccudukanuu. JlaHHas momens 1o-
cTUraeT HauOospluX 3HaYeHU MeTpuk recall u Fl-score ans kimacca «BBIOOMHBD) IO CpaBHE-
HUIO C IpyTUMH MoAensiMu. [Ipu 3ToM 3HaueHus METpHK, OTpa)xaroluX KauecTBO Kiaccudu-
KaIliy TPEIINH, CHIKAIOTCS HE3HAYUTEIbHO OTHOCHTENRHO Point Transformer u PointNet++.
[Tpu sTOM 061mas TouHOCTh (accuracy) mozaenu PointNet Bcero Ha 2,1 % Huke, ueM y PointNet++,
u Ha 17,9 % Beie, yem y Point Transformer.

Jns 3amaun kimaccHpUKAIMU KapT TIyOMH W JHUCIAPAaHTHOCTH ObUIM OOy4YeHBI MOJENU
ResNet-18 u ResNet-34, koTopble OKa3bIBaIOT BHICOKYIO 3(h(EeKTUBHOCTH IpU paboTe ¢ u300-
paxkenusiMu. Takoil BEIOOp Mojenel ObuT 00YCIOBIEH TE€M, YTO JaHHBIE KapT TIyOMH U JWCIa-
PaAHTHOCTH OBLITU TIPEICTAaBIIEHBI B hopMate png.

Tak, monenb ResNet-18 Ha TectoBoil BeiOOpKe ResNet-18 mokazana crnemyronue METpUKU
JUTS KJIACCOB «TPEIHA» M «BbIOOMHAY: precision coctapisut 0,72 u 1, recall — 1 u 0,22, a fl-score —
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0,84 u 0,36 coorBercTBeHHO. [Ipn 3TOM TOuHOCTH (accuracy) pa®oTel Moaenu coctaBuia 0,74.
Monenp ResNet-34 nokasana 3nauenue precison — 0,67, recall — 1, fl-score — 0,8 mns kimacca
«TpemuHb. [ Kiacca «BbIOOMHAY» JaHHAS MOJEINb TOKa3aja HYJIEBOW pe3yJabraT, a oOmias
TOYHOCTH (accuracy) kinaccupukanuu cocrasuia 0,67.

B cBsi3u ¢ 3TUMU pesynabpTaTaMu JaHHBIE MOAAIBLHOCTH HE HCIIOJB30BAJMCh B JalbHEHIICH
paboTe, Tak Kak OHM ITOKa3aJl HU3KwHiA recall 1yist Kitacca «BBIOOMHAY», UTO CBHIETEIBCTBYET O HU3-
KO CIIOCOOHOCTH OTPEIEIIATh JAHHBIHM KIIaCC MO JJaHHBIM KapT ITyOHHBI M JUCIIAPAHTHOCTH.

B xoHeYHOM HTOTE [Tl peay3alii MyJIbTUMOIAJIBHOTO MeTo/ia Obu1a BIOpaHa Monenb PointNet,
KOTOpast KJIacCHU(UIMPYET JaHHBIEC THIIA «00JIaKa TOUEK», MOTYYCHHBIC C TATYUKOB JIHIAP.

KJIIACCU®UKALIMA TTOBPEXIEHUI JOPOXHOT O [TIOKPHITH
C HUCIIOJIb30OBAHMEM MVJIIBTUMOJAJIBHOI'O IIOAXOOA

MynbTUMOJANBHBIA METOJ OLICHKH JAe(PEKTOB JOPOKHOTO TMOKPHITHS cOo4yeTaeT B cebe
IpeJICKa3aHusl TPEeX PA3IMUYHBIX MOJENel, KaxJaas U3 KOTOPBIX HCIONb3YEeT CBOIO MOJAAJIb-
HOCTh: n300paxkenne RGB, ¢parment nzobpakenus (00pe3ka AETEKTHPOBAHHOTO 00BEKTA) U
o0nako Touek. Llenpi0 MaHHOTO MOAXO0Na SBISETCS MOBBINICHHE TOYHOCTH KIacCH(PHUKAIIUU
00BEKTOB, OOHAPYKEHHBIX HA U300paKEHUX, 3a CUeT 00beAMHEHUSI MHPOPMAIIUU U3 pa3HbIX
MCTOYHUKOB.

B mponecce tectupoBaHus n300paskeHMsI OCIIEA0BATENbHO 00pabaThIBAlOTCS MPU MOMOLIH
Mopenu obHapyxeHus oobekToB Ha 0aze Faster R-CNN. Monenb npeacka3biBaeT KOOPAUHATHI
OTrpaHUYMBAIOLIUX PaMOK, METKH KJIaCCOB U 3HAUEHHUS TOYHOCTU B IpeJcKazaHusax. i Kaxao-
ro o0bekTa, eTeKTupoBaHHOro Mozenbio Faster R-CNN ¢ BbICOKOI TOYHOCTBIO, OCYIIECTBIISA-
eTcsl u3BJeUeHne GparmMeHTa M300paKeHHs, COOTBETCTBYOImEro pamke. [lomyuennoe nzobpa-
JKCHHE TepeIaeTCs B MPEABAPUTEIBEHO O0y4YeHHYI0 Moxenb Swin Small mns kimaccudukanum
¢dparmeHToB neekToB AOporu. PesynpratoMm sBisieTcs pacupeneieHue BepoSTHOCTEH 10 Kilac-
caM /ISl onpesieIsieMbIX 1€(PEKTOB (TPEUIMHBI UIH BHIOOMHBI).

B xauectBe emie oHONW MOIAJIbHOCTH MCIOJB3YIOTCS JaHHBIE THIA «OOJIAaKO TOUEK», IMOITY-
YeHHBIE C JIATYUKOB JIMJAp U COOTBETCTBYIOIINE BXOAHOMY M300paxeHn0. OHO poenupyercs B
M300pakeHUE Ha OCHOBE KaJIMOPOBOYHBIX MapaMeTpPOB KaMephbl, MOCJIE YEro BBLAEISIOTCS Te
TOYKH, KOTOpBIE MOMAJAl0T B MpPEAesbl KaXa0i U3 oOHapyKeHHbIX pamoK. Ecim 4mcno Takux
TOYEK JIOCTATOYHO, TO OHM HOPMAJIM3YIOTCS U nepenarorcs B Moaenb PointNet muis knaccuduka-
IIMU Ha JIAHHBIX THIMA «00Jako Touek». JlaHHas Mozens Takke GOpMHUpPYET CBOE MpeacKa3aHue,
IIPEJCTABICHHOE B BUJE PAcIpEACICHUS BEPOSTHOCTEN 0 KJIaccaM.

Ha 3axmrountensHOM dTamne Ui KakJI0H oOHapyKEHHOM 00JacTH OCYIIECTBIISICTCS arpera-
Ul IpeJcKa3aHui OT BceX Tpex Mojeneil. [l 3Toro cooTBETCTBYIOLME BEPOSITHOCTHBIE pac-
npeaeseHns MacIITabupyIOTCs ¢ yYETOM 3apaHee BhIOPaHHBIX BECOB M cymMMupyroTcs. Haubo-
Jiee BEpOSATHBIN Ki1acc B 00bEIMHEHHOM PAcIlpeeIeHUH CUMTAETCS UTOTOBBIM MpeACKa3aHUEM.
Takoe B3BelIEHHOE 00bEAMHEHHE TO3BOJIIET KOMIEHCUPOBATh HEJOCTATKH OTAEIBHBIX MOJAJb-
HOcTel, obecrieunBas 0ojee yCTOWYMBYIO M TOYHYIO KIacCU(UKALIHIO.

Kaxnoe ¢unanbHOE mHpefcKazaHuE COMOCTABIAETCS C COOTBETCTBYIOIIEM aHHOTalMed M3
COCO-annoTanuit Ha ocHoBe k03(punmenta nepekpritust loU. Ecnu nepeceuenue npepblaeT
3ajaHHBId nopor (Hampumep, 0.5), To 00BEKT cuMTaeTcsi KOpPpPEeKTHO OOHapykeHHBIM. [lanee
pPacCUMTHIBAIOTCS KIIIOUEBBIE METPUKHU: CPENHSsS TOYHOCTH (average precision), TOYHOCTh KJiac-
cudukanuu (accuracy) mno (GpUHaIbHBIM METKaM, a TaKKe IMOoJIHOTa oOHapyxeHus (recall) 6e3
y4deTa JIOXKHbBIX cpaOaThIBaHUM.

B npouecce oObenuHeHus MpeacKa3zaHuii OT TpeX pa3iIMuYHBIX Mojesel Oblila peaan3oBaHa
MpoIielypa aBTOMAaTUYECKOTO MOAOOpa ONMTUMAIBHBIX BECOBBIX KOd(h(dHIIMEHTOB, 0becTeunBa-
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IOLUX HAWIY4Iyl0 UTOTOBYIO Kilaccu(uKalnio o0beKToB. B kauecTBe 1eneBoil METpUKH OBLIO
BBIOpAHO 3HaYCHUE ycpeaHeHHOoM F1-mephl.

OnrtumanbHON KOMOWHAIMEl BecoB, 00eCIeunBIel HauBBICIIYIO cpenHiolo F1-mepy 1o 1e-
JIEBBIM KJIaccaM («TPEIIMHBD) U «BBIOOMHBD»), OKa3anuch 3HadeHus: 0,1 mis mpenckazanuii Mo-
nemu netekiuu Faster R-CNN; 0,6 miis knaccudukaropa Ha ocHoBe Swin Transformer u 0,4 s
PointNet, o6pabaTsiBatomiero «o0naka TOYEK».

B tabnuue 4 npencraBieHo cpaBHEHHE KiIacCU(DUKALMU MYJITUMOAIBLHOIO MOAX0Ja C UH-
TUBUIYaJbHBIMU apXUTEKTYPaMHU, BXOIAILIMMH B €€ COCTaB.

Tabnuua 4. / Table 4.

precision recall F1-score

2 2 2 2 2 2
HanmeHoBaHue = z = z = £ | accuracy

g S g S g S

2 z & 2 & Z

= @ = @ = @
Swin Small 0,8899 | 09116 | 09140 | 0,8869 | 0,9018 | 0,8991 | 0,9005
PointNet 0,9290 | 0,6286 | 09172 | 0,6667 | 0,9231 | 0,6471 | 0,8737
MynpTUMOAAIBHBIN 0,98 0,87 0,97 0,90 0,97 0,88 0,9557
METOJ

Tak, 3HaYeHHE METPUKH MOIHOTHI BhIpocio Ha 1,31 % oTHocutensHO Moaenu Swin Small u
23,33 % otHocutenbHO PointNet. 3HaueHue o011el TOYHOCTH BhIpocio Ha 5,52 % u 8,20 % ot-
HocuTeabHo Moaeneir Swin Small u PointNet coorBeTcTBEHHO.

B Tabnuue 5 npeacraBieHo cpaBHEHUE JETEKIUU MYIBTUMOJIAIBHOIO MOJIX0/Ia C APXUTEKTY-
poii Faster-R-CNN.

Taonuua 5. / Table 5.

precision recall F1-score

mAP
[0.5:0.95]

HaumenoBaHue

TPEIHHBI
BbIOOMHBI
TPelHHBI
BbIOOMHBI
TPEeLHHBI
BBLIOOMHBI

Faster-R-CNN 0,93 0,95 0,82 0,61 0,87 0,74 0,166

MynsTUMOIATEHEIT 1 1 0,82 0,88 0,90 0,94 0,3271
METOJT

W3 mpencTaBieHHBIX JaHHBIX MOXKHO CJieiaTh BBIBOJ, 4TO MeTpuka loU mpu ucmnonas30BaHuN
MYJIBTHMOJIAJIBHOTO TOX0Aa BbIpocia Oosiee ueMm B 2 pasza. Kpome Toro, BeIpociu mokasarenu
TOYHOCTH, MOJHOTHI U Fl-score, ocoOeHHO nsl MeTeKIUHu Kiacca «BbIOOMHBD». Tak, 3HaueHue
METPUKH MOJTHOTHI JIs1 JAHHOTO Kiacca Beipocio Ha 27 %, a Fl-score — Ha 20 %.

Taxum 006pazom, MyIBTUMOIATBHBINA TOAXOA JEMOHCTPUPYET HE TOJIBKO Hanbosiee BBICOKYIO
TOYHOCTh KJIACCU(UKAIIMU OTHOCHUTEIHHO 0Aa30BBIX MOJENEH, HO U 3HAYUTENLHOE YIydIlIeHHE
JETEKIINHN TOPOKHBIX AE(PEKTOB, TEM CaMbIM MOATBEPKIAsi aKTyaJIbHOCTh HUCIIOIh30BaHUS KOM-
MJIEKCHBIX JAHHBIX B UHTEJUICKTYaJbHBIX TPAHCIIOPTHBIX CHCTEMaX.
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3AKJIFOYEHUE

B paborte npezacraBieH MyJabTUMOJATBHBIN HEHPOCETEBOM METO ISl OTPEICIICHHS KauyeCcTBa
JIOPOKHOTO TIOJIOTHA, COYETAIONINIA aHAIN3 BU3yalbHBIX JAHHBIX U TPEXMEPHBIX O0JIAKOB TOUYCK.
[TpoBeneHHOE HCCIeNOBAaHUE JEMOHCTPHPYET, YTO KaKIask U3 PACCMOTPEHHBIX MOJATLHOCTEH B
OTJICTILHOCTH — Oy/Ib TO JIETEKIus Ha u300pakeHusx ¢ momoiisio Faster R-CNN uimn YOLO,
KJ1accu(UKausl BU3yaIbHBIX MaTyel ¢ moMompio Swin Transformer unu aHanus reoMeTpuu c
nomotbio PointNet — 061a1aeT CBOMMH CHITBHBIMU U CITA0BIMU CTOPOHAMM.

KittoueBbIM pe3ynbTaroM paboThl SBISIETCS MOATBEPKICHUE THUIIOTE3Bl O CHHEPreTUYECKOM
a¢ddekre npu 00bENUHEHUN PA3IWYHBIX MoaanbHOCTe!. [Ipennokennas MynbTUMOANbHAS ap-
XUTEKTypa, UCIOJb3YIOIasi B3BEIICHHOE CYMMHUPOBAHUE TMpeACcKa3aHuil, MO3BOJIMIA HE TOJIBKO
JOCTUYb BBICOKOW 00mIei TouyHocTH kinaccupukanuu (95,57 %), HO U 3HAYUTEIBHO YIYUYIIUTh
KITIOUEBBIC NIl MPUKIATHON 3a7a4d METPUKU JCTECKIIMH, OCOOCHHO JJIs CIIO)KHOKOHTPACTHBIX
nedexToB, TakuX Kak BbIOOWHBI. HabGmromaemblii poct monHOTHI (recall) m Fl-score mis atoro
KJIacca CBHUJIETEIBCTBYET O CIIOCOOHOCTH CHCTEMbl MUHHUMH3UPOBATh MPOIYCKU AePEKTOB, YTO
SIBIISICTCS] KPUTHYECKH BOKHBIM B KOHTEKCTE OC30ITaCHOCTH.

Takum 00pa3oM, MyJIBTUMOAAIBHBIN TOIXOJ, TPEACTABICHHBIA B CTaThe, MOATBEPXKIACT
CBOIO A((HEKTUBHOCTH U MEPCIIEKTUBHOCTH JJI1 BHEAPEHUS B HHTEIUICKTYaJIbHBIE TPAHCIIOPTHBIC
CUCTEMBI JJIsl aBTOMATU3HUPOBAHHOTO MOHUTOPUHTA COCTOSTHUS TOPOXKHON HHPPACTPYKTYPHI.
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